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Abstract—Undersampling is a widely adopted method to deal with imbalance pattern classification problems. Current methods mainly depend on either random resampling on the majority class or resampling at the decision boundary. Random-based undersampling fails to take into consideration informative samples in the data while resampling at the decision boundary is sensitive to class overlapping. Both techniques ignore the distribution information of the training dataset. In this paper, we propose a diversified sensitivity-based undersampling method. Samples of the majority class are clustered to capture the distribution information and enhance the diversity of the resampling. A stochastic sensitivity measure is applied to select samples from both clusters of the majority class and the minority class. By iteratively clustering and sampling, a balanced set of samples yielding high classifier sensitivity is selected. The proposed method yields a generalization capability for 14 UCI datasets.

Index Terms—Diversified sensitivity undersampling (DSUS), imbalance data, sample selection.

I. INTRODUCTION

The problem of class imbalance occurs in many pattern classification problems like network security, medical diagnostics, and digit recognition. In security and medical problems, the number of samples belonging to the normal class is usually much larger than that of the dangerous or abnormal class. For multiclass problems, the numbers of samples in different classes are inherently imbalanced. For instance, in a ten-digit recognition problem, the number of samples in each class could be one out of ten of the total number of samples which leads to a 1:9 imbalance pattern classification problem for each class [1].

Undersampling and oversampling are widely applied to balance the imbalance data for classifier training. Oversampling generates new artificial samples of the minority class.

Undersampling selects a portion of samples from the majority class to balance the data. The major advantage of undersampling is that all training samples are real. Random-based undersampling and resampling at the decision boundary are two major categories of undersampling methods. Random-based undersampling selects samples from the majority class randomly without considering the usefulness of samples. In contrast, resampling is sensitive to class overlapping. Moreover, both approaches ignore the distribution of samples in both classes which may yield a poor generalization to future samples in the majority class located far from the decision boundary. Therefore, in this paper, we propose the diversified sensitivity-based undersampling method (DSUS) which selects useful samples yielding high stochastic sensitivity with respect to the currently trained classifier. To prevent selecting samples around the decision boundary only and perverse the data distribution, samples in the majority class are clustered and only a representative sample of each cluster participates in the selection process. It also speeds up the selection process.

Section II provides a brief review on related works. The DSUS is presented in Section III. Section IV shows experimental comparisons between the DSUS and current methods, and we conclude this paper in Section V.

II. RELATED WORKS

If a classifier is trained using a highly imbalanced dataset directly, a poor performance is expected. When dealing with such problems, some classical algorithms (e.g., neural networks) tend to misclassify samples of the minority class to the majority class which yields a high average classification accuracy. However, the misclassification cost for the minority class is usually much greater than that of the majority one. In addition to the imbalance ratio, as pointed out in [2], multiclass problems may also introduce multimajority and multiminority classes. This further complicates the issue here. On the other hand, the overlapping between the majority and the minority classes introduces a further difficulty to the imbalance problem [3]–[5].

Resampling and classifier modification are two major approaches in dealing with the imbalance problem. The aim of resampling is to balance the dataset before the classifier learning. Resampling either oversamples the minority class by creating fake samples for the minority class or undersamples the majority class by selecting a portion of samples from it. The major advantages of resampling are that no modification...
to classifier is needed and the balanced dataset can be reused in other applications or learning tasks [6]. Resampling could be further divided into random, ensemble [4], and active learning (resampling at the decision boundary)-based approaches.

For an imbalance pattern classification problem with \(N_n\) samples in the majority class and \(N_p\) samples in the minority class, where \(N_n > N_p\), the random undersampling (RUS) [3] selects \(N_p\) samples from the majority class randomly to balance the two classes. In contrast, the random oversampling (ROS) [3] randomly create \(N_n - N_p\) fake samples around samples of the minority class to balance the dataset. However, both the ROS and the RUS suffer from the problem of losing distribution information. The RUS may miss informative samples while the ROS may yield overfitting because of the creation of many duplicated training samples. When the imbalance ratio is large, undersampling may remove too many negative samples in the majority class and loose important information about the majority class [7].

Synthetic minority over-sampling technique (SMOTE) [8] creates artificial samples between two samples in the minority class. Gao et al. [6] combined the particle swarm optimization with the SMOTE to train radial basis function neural network (RBFNN). They preserve the distribution of the minority class. Several modifications are made to the SMOTE, e.g., borderline-SMOTE [9], safe-level SMOTE [10], local neighborhood-based SMOTE [11], and rough sets theory-based SMOTE [12]. In [13], the SMOTE is also applied to deal with imbalanced datasets for linguistic fuzzy rule-based classification problems.

Owing to the random nature in both RUS and ROS, ensemble methods are usually adopted to reduce the variance of performances and produce better final classifiers. Recently, an inverse RUS (IRUS) [14] is proposed to randomly undersample the majority class, but not to balance the two classes. In each of the base classifiers of the ensemble, the IRUS resamples \(r\) samples from the majority class, where \(r < N_p\). Then, base classifiers trained by different inverse datasets are fused to create a composite decision boundary between the two classes. In contrast to the bagging-based IRUS, RUSBoost [15] and MSMOTEBoost [16] adopt boosting for RUS and SMOTE for undersampling and oversampling, respectively. Easynsemble (EE) and Balancecascade (BC) are two hybrid ensemble undersampling methods [17] which combine bagging and boosting. In EE, the dataset is divided into several subsets by random resampling with replacement and each subset is used to train a base classifier of the ensemble with AdaBoost. BC performs the bagging part in a supervised manner and removes samples that can be classified correctly with high confidence from future selections. Among ensemble methods, [18] finds that bagging outperforms boosting, especially when noise appears in the dataset.

Active learning-based method is also applied to solve the imbalance problem by selecting informative samples from both classes. In the support vector machine (SVM) training, only support vectors located near the decision boundary (hyperplane) are useful. Moreover, samples located near the decision boundary are less imbalance in comparison to the whole dataset. So, resampling at the decision boundary is an effective active learning method, especially for SVM [19]. The LA-SVM [20] retrain a SVM using informative samples selected from the current decision boundary iteratively. As an instance of the classifier modification approach, a partial least square-based asymmetric classifier is proposed in [21] to enhance the generalization accuracy of samples in the minority class. Another way to modify the SVM for imbalance problems is via margin calibration [22] by an inversed proportional regularized penalty to reweight the imbalance samples and a margin compensation to drift the margin. Similarly, neural networks can also be modified by output threshold moving to change the class decision of neural networks based on a cost-sensitive objective function [23].

### III. Diversified Sensitivity Based Undersampling

The DSUS consists of three major components: 1) clustering samples in the majority class; 2) undersampling via a sample selection using the stochastic sensitivity measure (SM); and 3) a RBFNN trained by using training samples selected by the SM. Fig. 1 shows the workflow of the DSUS and Algorithm 1 shows details of the DSUS. Both clustering and RBFNN training use off-the-shelf methods. In this paper, the k-means is used which could be replaced by other clustering methods. The RBFNN training algorithm will be introduced in Section III-A, while the SM evaluation criterion will be introduced in Section III-B. The time complexity of the DSUS will be discussed in Section III-C.

Given an imbalance dataset with \(N_p\) candidate samples in the minority (positive) class \((U_p)\) and \(N_n\) candidate samples in the majority (negative) class \((U_n)\), the DSUS will first cluster samples in the majority class and samples in the minority class into \(k\) clusters separately, where \(k = \sqrt{N_n}\). The value of \(k\) remains the same after iterations and is not updated when \(N_p\) becomes smaller after iterative sample selection. For each center of the clusters in both classes, the sample located closest to it is added to the initial training set to train the initial RBFNN. As shown in Fig. 1, samples of the initial training set will be removed from the candidate set. The SM for sample selection is computed based on both sample location in the input space and also the trained RBFNN. The choice of \(k = \sqrt{N_n}\) is ad-hoc and it is intended to provide a balanced number of samples between two classes in each step. In Section IV-A, we show that the choice of \(k = \left\lfloor \sqrt{N_n} \right\rfloor\) outperforms \(k = \left\lfloor \sqrt{N_n}/2 \right\rfloor\) and \(k = \left\lfloor \sqrt{N_p + N_n/2} \right\rfloor\). This is because \(N_n\) is too large and the later two choices make the DSUS selecting a large number of samples in each step which reduces the effectiveness of the DSUS.

The number of samples in the majority class is usually very large, so we cluster them into \(N_p\) clusters in each turn before the sample selection. It helps to reduce the time for evaluation and also provides a diversified sample set for selection. This step allows the DSUS to preserve the distribution information and is beneficial to the generalization for future unseen samples generated from the same distribution of training samples. Moreover, the clustering algorithm is selected by the user and could affect the effectiveness of the DSUS if a very bad clustering algorithm is used.
The DSUS selects a sample located closest to the center of each of these $N_p$ clusters as representative samples and then their SM values are computed. The $k$ samples yielding the largest SM values will be selected from the majority class. Similarly, $k$ samples yielding the largest SM values will also be selected from the minority class. These $2k$ samples are then added to the initial training set to form a balanced training dataset for the RBFNN. In each turn of iteration, the training dataset consists of $2k$ samples, where $t$ denotes the number of iterations including the initial turn. The value of $t$ is at most equal to $k$. The DSUS is particularly suitable for RBFNN training because RBFNN training relies on distribution information to compute parameters of its hidden neurons. Selected samples are removed from the candidate set and these procedures repeat until the number of samples in the minority class is less than $k$.

**A. RBFNN Training Algorithm**

An RBFNN is defined as follows:

$$f(x) = \sum_{j=1}^{M} w_j \exp \left( \frac{-2 \|x - u_j\|^2}{v_j^2} \right)$$

where $x, f(x), u_j, v_j, w_j$, and $M$ denote the input, the RBFNN output of $x$, the center vector of the $j$th hidden neuron, the width of the $j$th hidden neuron, the weight between the $j$th hidden neuron and the output neuron, and the number of hidden neurons, respectively. We could represent (1) in a matrix form: $F = WH$, where $W$ and $H$ denote a vector consisting of all $w_j$ and an $N \times M$ matrix consisting of all hidden neuron outputs of all training samples, respectively. An RBFNN consists of three layers: 1) input; 2) hidden; and 3) output layers. The number of neurons on the input layer is equal to the number of input features. For two-class problems, the output layer consists of one output neuron. The decision of majority or minority classification is made by thresholding of the value of the output neuron computed using (1). The classical two-phase training algorithm in [24] is used to select parameters of the RBFNN. In the first phase, hidden neuron parameters are determined using unsupervised clustering methods based on the distribution information of the training dataset. The connection weights are then determined using a supervised method to learn the input–output relationship in the second phase.

In the first phase, center vectors $(u_j)$ are computed via a k-means clustering algorithm with $M$ equal to the square root of the number of training samples in the current turn. It was shown in [25] that selecting the number of hidden neurons using SM and the localized generalization error [25] yields a RBFNN with better generalization capability. However, we use a classical method instead of the SM-based method in this paper to select the number of hidden neurons for a fair comparison to other imbalance learning methods. The width
parameter (\(v_j\)) is selected to be the average value of distances between nearest centers.

In the second phase, the weight values have a linear relationship to the output neuron and hidden neuron outputs. So, instead of applying the recursive least square method [24], a simple least square method is used to compute the connection weights by \(W = FH^+\), where \(H^+\) denotes the pseudo-inverse of the matrix \(H\). All RBFNNs in our experiments follow the training algorithm as described here.

B. SM-Based Sample Selection

In [25], the SM of a RBFNN was proposed as part of the localized generalization error model (L-GEM) for the RBFNN architecture selection. However, the computation method in [25] does not compute the SM for individual sample. So, in [26] a new SM formulation is proposed for the SVM which measures sensitivity of individual sample for hyper-parameter selection for the SVM. In this paper, we propose to use the SM to evaluate individual candidate sample for undersampling. The SM of a sample \((x_i)\) measures the output fluctuations of a given RBFNN when the n-dimensional inputs of the sample are perturbed by an n-dimensional vector \(\Delta x\). In the context of a pattern recognition problem, the input perturbation may be interpreted as future unseen samples in a neighborhood of a training sample such that, for a small perturbation, those future, unseen samples may be recognized similar to the training sample. Intuitively, this follows the basic assumption that unseen and training samples follow the same distribution pattern.

We define a \(Q\)-neighborhood for the candidate sample \(x_b\) in (2) which covers all unseen, nontraining samples similar to \(x_b\). In other words, unseen, nontraining samples with a difference from \(x_b\) in each feature less than a preselected value \(Q\) are considered to be similar to \(x_b\). The value of \(Q\) provides an upper bound to the maximum expected difference between candidate samples and future samples under investigation

\[
S_Q(x_b) = \{x|x = x_b + \Delta x, |\Delta x| \leq Q, i = 1, 2, \ldots, n\} \tag{2}
\]

where \(x_i\) denotes the i\(th\) input feature of \(x\). For each candidate sample, we evaluate the expectation of squared RBFNN output differences (\(\Delta y\)) between all samples in \(S_Q(x_b)\) and the \(x_b\) as the SM of \(x_b\) in

\[
SM = \int_{S_Q(x)} (f(x_b) - f(x))^2 p(x)dx
\]

\[
= \int_{S_Q(x)} (f(x_b)^2 - 2f(x_b)f(x) + f(x)^2) p(x)dx
\]

\[
= f(x_b)^2 - 2f(x_b) \int_{S_Q(x)} f(x)p(x)dx + \int_{S_Q(x)} f(x)^2 p(x)dx
\]

\[
= f(x_b)^2 - 2f(x_b)I_1 + I_2. \tag{3}
\]

\(I_1\) and \(I_2\) are defined in (4) and (5) with the assumption that input features are assumed to be independent to each other. Since we have no prior knowledge about unseen samples in the \(Q\)-neighborhood, all unseen samples are assumed to have the same chance to appear in future, i.e., uniformly distributed. So, \(p(x) = 1/(2Q)^n\). A detailed derivation of (3)-(5) could be found in [26]

\[
I_1 = \int_{S_Q(x)} f(x)p(x)dx
\]

\[
= \frac{1}{(2Q)^n} \int_{S_Q(x)} f(x_b + \Delta x)dx
\]

\[
= \frac{1}{(2Q)^n} \int_{S_Q(x)} \sum_{j=1}^{M} w_j \exp \left( \sum_{i=1}^{n} \frac{(\Delta x_i + x_{bi} - u_{ji})^2}{-2v_j^2} \right) dx
\]

\[
= \left( \frac{\sqrt{\pi}}{2\sqrt{2Q}} \right)^n \sum_{j=1}^{M} w_j \prod_{i=1}^{n} \left( v_j \left( \text{erf} \left( \frac{x_{bi} - u_{ji} + Q}{\sqrt{2v_j^2}} \right) \right) - \text{erf} \left( \frac{x_{bi} - u_{ji} - Q}{\sqrt{2v_j^2}} \right) \right) \tag{4}
\]

where \(u_{ji}\) denotes the i\(th\) element of the center vector \(u_j\)

\[
I_2 = \int_{S_Q(x)} f(x)^2 p(x)dx
\]

\[
= \frac{1}{(2Q)^n} \int_{S_Q(x)} f(x_b + \Delta x)^2 dx
\]

\[
= \frac{1}{(2Q)^n} \int_{S_Q(x)} \left( \sum_{j=1}^{M} w_j \exp \left( \sum_{i=1}^{n} \frac{(\Delta x_i + x_{bi} - u_{ji})^2}{-2v_j^2} \right) \right)^2 dx
\]

\[
= \left( \frac{\sqrt{\pi}}{4Q} \right)^n \sum_{j,k=1}^{M} \left( v_j^2 + v_k^2 \right)^n \prod_{i=1}^{n} \left( \text{erf} \left( \frac{v_j^2 + v_k^2}{\sqrt{2v_j^2 v_k^2}} \right) \left( x_{bi} + Q \right) - \text{erf} \left( \frac{v_j^2 + v_k^2}{\sqrt{2v_j^2 v_k^2}} \right) \left( x_{bi} - Q \right) \right) \tag{5}
\]

A training sample yielding a large SM value indicates that the RBFNN is not certain about its output classification with respect to a minor change in the input values of the sample. Hence, the RBFNN does not have enough knowledge about this particular training sample and it may call for further learning on this sample to improve the performance of the RBFNN. In contrast, RBFNN is well learnt between nearest centers. Intuitively, this follows the basic assumption that unseen and training samples follow the same distribution pattern.
can be adapted to widely used classifiers, e.g., LS-SVM and multilayer perceptron neural networks by replacing the SM of RBFNN by the SMs presented in [26] and [27], respectively.

C. Time Complexity of DSUS

The DSUS consists of three major steps: 1) clustering of samples in the majority class; 2) computation of the SM; and 3) the training of the RBFNN. Their time complexities are $O(N_p N_{nl})$, $O(N_p^1 N_p + N_n) d$, and $O(N_n^2 d)$, respectively, where $l$ and $d$ denote the number of steps used by k-means clustering and the number of input features, respectively. The overall time complexity of the DSUS is $O(N_p l + 5(N_p + N_n) d)$. This time complexity is worse than that of the RUS ($O(N_p l d)$) and the ROS ($O(N_n l d)$), but the DSUS yields significantly better results.

IV. EXPERIMENT

Firstly, we use four artificial imbalance datasets to compare training samples selected by the DSUS, the RUS, and the resampling at the decision boundary-based undersampling for SVM (LA-SVM) in Section IV-A. We show experiments on five artificial datasets with different ratios of overlapping and evaluate the DSUS for dealing with both the imbalance and the overlapping in Section IV-B. We will test the DSUS when clustering is not meaningful and the decision boundary is not clear in Section IV-C. Section IV-D provides experimental comparisons of the DSUS with other random-based, ensemble, and resampling at the decision boundary methods on 14 UCI datasets with different imbalance ratios and sizes.

A. Samples Selected by Different Undersampling Schemes

The proposed DSUS combines sample selection on the uncertain region with distribution information. So we compare it with resampling at the decision boundary (LA-SVM) [20] and random-based method to show the effectiveness of the DSUS. RUS is one of the key components of many current undersampling methods (see [17]), and it is selected as the representative random-based method. Both the RUS and the DSUS use a RBFNN classifier while the LA-SVM uses a SVM classifier.

The four 2-D artificial datasets shown in Fig. 2 represent four different situations of imbalance datasets. Fig. 2(a) shows the first imbalance dataset (uniform) created by a uniform distribution where one out of nine samples at the left-bottom corner belong to the minority class (red circle in figures) while others belong to the majority class (blue cross). The second imbalance dataset (Gaussian-1) is created by two Gaussian distributions with a 1:9 ratio of samples as shown in Fig. 2(b). The third imbalance dataset (Gaussian-2) consists of nine Gaussian distributions with the same number of samples being arranged in a $3 \times 3$ grid as shown in Fig. 2(c). Samples of the Gaussian located in the middle belong to the minority class while others belong to the majority class. Fig. 2(d) shows the fourth imbalance dataset (complex) which also has a 1:9 ratio of samples in the minority and the majority classes. In comparison with simple distributions in the other three datasets, the complex dataset has a complicated decision boundary between the two classes.

Fig. 3 shows the first four turns of undersampling by (a) the DSUS, (b) the RUS, and (c) the LA-SVM for the uniform dataset. Figs. 4–6 show the undersampling for Gaussian-1, Gaussian-2, and complex datasets, respectively. Figs. 3(a), 4(a), 5(a), and 6(a) show that the DSUS maintains the distribution of the original dataset roughly while it tends to select more samples around the decision boundary. Random-based RUS method select samples from both classes equally yet randomly. In contrast, LA-SVM focuses on the decision boundary while ignoring other samples. Then, we train RBFNNs using undersampling results of the DSUS, the RUS, and the LA-SVM. To show the effectiveness and necessity of the DSUS, the two components of the DSUS: sample clustering (cluster\text{only}) and sample selection by SM (SM\text{only}) are also compared. In cluster\text{only}, we randomly select $k$ samples located closest to centers of clusters in the same way of Step 3 in Algorithm 1 as training samples and repeat until samples in the minority class being used up. For SM\text{only}, we follow Algorithm 1, but select samples using the SM for all samples in majority class by passing Step 3 in Algorithm 1. The 50% of samples in each dataset are selected as candidate set for RBFNN training while the other 50% samples left are used as testing samples and will not participate in any training. All methods perform undersampling on the 50% candidate sets. Random selection of candidate and testing datasets are repeated ten times. Table I shows the averages and standard deviations of F-measure (FM) achieved by the five methods on these four datasets in ten independent runs. In Table I, a cell marked with the ⋄, the ⋆, the ⋅, and the ⋁ indicates that the DSUS outperforms this method for the corresponding dataset by 99%, 95%, 90%, and 80% confidence, respectively. FM is...
computed as follows:

\[ FM = \frac{2PR}{P+R} \quad (6) \]

where \( P \) and \( R \) denote the precision rate and the recall rate of RBFNNs on testing sample sets, respectively. When the problem is too simple, e.g., the uniform dataset, the DSUS does not show significant improvement over other methods, except outperforming the RUS significantly. When the dataset becomes more complicated, the DSUS outperforms other methods. For both Gaussian-2 and complex datasets, the DSUS outperforms all other methods with a 99.9% significance. By comparing the results of the DSUS, the SM\text{only}, and the cluster\text{only} in Table I, the combination of clustering and SM sample selection in the DSUS yields a statistically
significant improvement to the FMs of RBFNNs. The SM only and the LA-SVM yield the second and the third best performance in Gaussian-1, Gaussian-2, and complex datasets. This shows that resampling at the decision boundary is a good method for undersampling. However, they perform worse than the DSUS because they ignore the distribution information of the majority class which may undermine the RBFNN learning about the majority class far away from the decision boundary. This shows the importance of the clustering procedure in the DSUS in providing a diversified undersampling of the majority class.

We also perform experiments on these four datasets using DSUSn, DSUSh, and DSUSa. The DSUSn, DSUSh, and DSUSa replace the \( k \) value by the floor of the square root of the number of samples in the majority class, the floor of the square root of half of the total number of samples in both classes and the floor of the square root of the total number of samples in both classes respectively, i.e., \( k = \lfloor \sqrt{N_m} \rfloor \), \( k = \lfloor \sqrt{N_p + N_m}/2 \rfloor \), and \( k = \lfloor \sqrt{N_p + N_m} \rfloor \). These three choices do not provide better results in comparison to the choice of \( k = \lfloor \sqrt{N_p} \rfloor \) while the overall differences are statistically insignificant.

The DSUS will not select outliers in the majority class since the clustering is done prior to the sample selection. However, outliers in the minority class may be selected by the DSUS. Therefore, the DSUS may not work well if the outlier issue is a significant one in an imbalance problem.

### B. Undersampling for Different Overlapping Ratios

Samples from two Gaussian distributions are sampled as shown in Fig. 7(a). The majority class consists of 900 samples marked by blue crosses and the minority consists of 100 samples marked by red circles in Fig. 7. Fig. 7 shows five scenarios as a result of moving the minority class toward the center of the majority class to create five datasets with different overlapping ratios: (a) 20%, (b) 40%, (c) 60%, (d) 80%, and (e) 100% samples of the minority class. Then, we perform undersampling learning using the DSUS, the RUS, and the LA-SVM for these five datasets.

Table II shows averages and standard deviations of FMs of the three methods with ten independent runs. Resampling at the decision boundary is sensitive to overlapping and the LA-SVM has a statistically significant performance worse than the DSUS. The DSUS also outperforms the RUS with a 99.9% significance for 20%, 40%, 60%, and 80% overlapping. However, when samples in the minority class are 100% overlapping with samples in the majority class, random method (RUS) outperforms both the DSUS and the LA-SVM. When the overlapping ratio is at least 40%, LA-SVM performs worse than the RUS which shows that resampling at the decision boundary is sensitive to overlapping between classes. The situation of a 100% overlapping is different from the one in the Gaussian-2 in Fig. 2(c). Samples in the minority class of the Gaussian-2 are located within the majority class without a significant overlapping. So, a clear decision boundary can be found for the Gaussian-2. In contrast, when there is a 100% overlapping between two classes, no method can separate them well and both the DSUS and the LA-SVM can not select any better sample than the RUS.

In summary, the DSUS is able to select useful samples from the two classes to train RBFNN yielding good FMs, i.e., good precision and recall, except the case when there is a very high percentage of (e.g., 100%) overlapping between two classes.

### C. Performance for Datasets With Unclear Cluster or Decision Boundary

The DSUS consists of two major components: 1) clustering and 2) the SM. The SM relies heavily on decision boundaries created by the classifier. If the decision boundary between the majority and the minority class is not clear, the SM may be misleading. In this section, we test the DSUS on four different datasets: BC_CW, BC_CNW, BC_CW, and BNC_CNW. The decision boundary between the majority and the minority class of the dataset BC_CW is clear and the clustering works well to find representative centers [Fig. 8(a)]. Fig. 8(b) shows the dataset with a clear decision boundary but the clustering can not find representative centers for data, i.e., BC_CNW. BC_CW refers to the dataset shown in Fig. 8(c), where the decision boundary is not clear between the two classes while the clustering can find representative centers. Fig. 8(d) shows...
Fig. 8. Artificial datasets. (a) Boundary clear and cluster work. (b) Boundary clear and cluster not work. (c) Boundary not clear and cluster work. (d) Boundary not clear and cluster not work.

Table III shows averages and standard deviations of FMs for the three methods under comparisons. Experimental results show that performances of all methods drop significantly when decision boundary is not clear. The failure of the clustering does not affect performances of the RUS and the LA-SVM much because they do not make use of clustering information. The DSUS depends on both clustering and decision boundary for the sensitivity calculation. One could also find that method depending on decision boundary only, i.e., the LA-SVM, performs much worse when decision boundary is not clear. This shows that the combination of clustering and the SM is effective and important to improve imbalance classification performance. An alternative method to further improve the DSUS in dealing with such complex datasets is to project them onto another higher dimensional space using kernel methods to reduce the degree of overlapping.

D. Experiments on 14 UCI Datasets

In this section, we compare the DSUS with representative methods in random-based, resampling at the decision boundary, and ensemble methods. The 14 UCI datasets with different numbers of features, numbers of samples, and imbalance ratios are shown in Table IV, where \(n, N_p, N_n\), and \(IR\) denote the number of features, the number of samples in the minority class, the number of samples in the majority class, and the imbalance ratio, respectively. When a dataset consists of more than two classes, one of those classes is selected as the minority class (MC in Table IV) and samples in all other classes are treated as the majority class. The proposed method can be easily extended to multiclass problems. The third column of Table IV also shows the feature types where \(R\), \(I\), and \(C\) denote real values, integers, and categorical data (including binary data), respectively.

The proposed DSUS will be compared with random-based (RUS, ROS) resampling methods, ensemble-based undersampling methods (IRUS, EE, BC), and a resampling at the decision boundary method (LA-SVM) introduced in Section II. For the EE, the BC, and the LA-SVM, we follow the original setup in their papers. The RUS, the ROS, the IRUS, and the DSUS use the RBFNN described in Section III-A as classifier while EE and BC use decision tree as described in [17]. Experimental results are evaluated by three metrics: 1) AUC; 2) FM; and 3) G-Mean. The AUC measures the area under the receiver operating characteristic curve. The G-Mean is computed as follows:

\[
G = \frac{TPR \times TNR}{\sqrt{TPR \times TNR}}
\]

where TPR and TNR denote the true positive rate and the true negative rate, respectively. For each dataset, 30 independent runs are performed. The averages and the standard deviations of AUCs, FMs, and G-Means are presented in Tables V–VII, respectively. All input features are scaled to \([0, 1]\). For each independent run, 50% of samples are randomly selected as training samples and the other 50% samples left are used as testing samples. The \(\bullet\) indicates that the proposed DSUS outperforms the corresponding method in the corresponding dataset with a statistical significance of 99% confidence. In the same way, the \(\star\), the \(\ast\), and the \(\circ\) marks denote 95%, 90%, and 80% confidences, respectively, that the DSUS outperforms the corresponding method in the corresponding dataset. For AUC, FM, or G-Mean, the method yielding the highest score for a dataset is marked by a bolded font in Table V.
As shown in Tables V–VII, the DSUS outperforms other methods with a 99% statistical significance in 153 out of 252 (60.71%) experiments of different datasets and resampling methods. For six out of 14 UCI datasets, pima, breast, post_op, cnc, newthyroid and optdigits, the DSUS yields the best results in terms of all AUC, FM, and G-Mean. For the FM, the DSUS performs the best except for the Haberman dataset. These show that the DSUS performs well for different feature types, imbalance ratios, numbers of feature, and numbers of sample. The LA-SVM outperforms the DSUS without a statistical significance in some cases while the DSUS outperforms the LA-SVM significantly in most cases. The newest IRUS uses ensemble classifiers with different sets of RUS yields better results than the DSUS in some cases, but none of them has any statistical significance. Ensemble methods (EE, BC, and IRUS) perform worse than the DSUS while they require more computational complexity for building ensemble of classifiers. This shows that the DSUS is more efficient and effective in selecting useful samples from both the majority and minority classes.

E. Cases That the DSUS Works and Does Not Work

In our experiments, the DSUS performs well in most cases in comparison to random-based, ensemble-based, and decision boundary-based undersampling methods. However, the DSUS performs worse than RUS when there is a significant imbalance in the dataset. This highlights the importance of choosing the right method for the specific characteristics of the dataset.
overlapping (e.g., 100%) between the majority and minority classes. Moreover, when the decision boundary between two classes is not clear, the SM can not allocate informative samples easily because the classifier will be sensitive owing to complex decision boundary. On the other hand, the failure of finding representative samples for clusters using clustering method degrades the performance of the DSUS. Finally, if the minority class suffers from a serious outlier problem, the DSUS may select outliers as training samples which may degrade the performance of the DSUS.

V. CONCLUSION

In this paper, we proposed the DSUS which preserves the distribution information of the majority class and select informative samples from both classes. Experimental results show that the DSUS is robust to different imbalance ratios and up to 80% overlapping. One future work is to incorporate both undersampling and oversampling with the SM to create ensemble of classifiers for imbalance problems. In this paper, we treat all feature types the same after scaling them into [0, 1] during the calculation of the SM for sample selection. A better sample selection result may be expected by proposing a particular SM calculation method for different feature types. Moreover, when data changes across time, incremental learning is needed. Very few works have been done in dealing with imbalance problems in incremental learning which is an important issue for many web-based real-world applications.
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